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18CSPE805 DEEP LEARNING L T P C 
 3 0 0 3 

Course Objectives: 

1. To gain the fundamentals of neural networks as well as some advanced topics such as recurrent neural 
networks, long short term memory cells and convolutional neural networks 

 

UNIT I INTRODUCTION 9 + 0 
Basics: Biological Neuron, Idea of computational units, McCulloch Pitts unit and Thresholding logic, Linear 
Perceptron, Perceptron Learning Algorithm, Linear separability. Convergence theorem for Perceptron 
Learning Algorithm. 
Feedforward Networks: Multilayer Perceptron, Gradient Descent, Backpropagation, Empirical Risk 
Minimization, regularization, autoencoders. 

 

UNIT II DEEP NEURAL NETWORKS 9 + 0 
Deep Neural Networks: Difficulty of training deep neural networks, Greedy layerwise training. 
Better Training of Neural Networks: Newer optimization methods for neural networks (Adagrad, adadelta, 
rmsprop, adam, NAG), second order methods for training, Saddle point problem in neural networks, 
Regularization methods (dropout, drop connect, batch normalization). 

 

UNIT III RECURRENT NEURAL NETWORKS 9 + 0 
Recurrent Neural Networks: Back propagation through time, Long Short Term Memory, Gated Recurrent 
Units, Bidirectional LSTMs, Bidirectional RNNs 
Convolutional Neural Networks: LeNet, AlexNet. 

 

UNIT IV GENERATIVE MODELS 9 + 0 
Generative models: Restrictive Boltzmann Machines (RBMs), Introduction to MCMC and Gibbs Sampling, 
gradient computations in RBMs, Deep Boltzmann Machines. 

 

UNIT V RECENT TRENDS 9 + 0 

Recent trends: Variational Autoencoders, Generative Adversarial Networks, Multi-task Deep Learning, Multi- 
view Deep Learning 

 

Total (L+T)= 45 Periods 

Course Outcomes: 
At the end of the course students will be able to 
CO1 : Understand the fundamentals of neural networks as well as some advanced topics such as 

recurrent neural networks, long short term memory cells and convolutional neural networks 
Text Books: 

1. Deep Learning, Ian Goodfellow and Yoshua Bengio and Aaron Courville, MIT Press, 2016. 

Reference Books: 
1. Neural Networks: A Systematic Introduction, Raúl Rojas, 1996 
2. Pattern Recognition and Machine Learning, Christopher Bishop, 2007 
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18CSPE806 AD HOC AND SENSOR NETWORKS L T P C 

 3 0 0 3 

Course Objectives: 

1. To understand the design issues in ad hoc and sensor networks 
2. To learn the different types of MAC protocols 
3. Be familiar with different types of adhoc routing protocols 
4. Be expose to the TCP issues in adhoc networks 
5. To learn the architecture and protocols of wireless sensor network 

 

UNIT I INTRODUCTION 9 + 0 

Fundamentals of Wireless Communication Technology  The Electromagnetic Spectrum  Radio propagation 
Mechanisms  Characteristics of the Wireless Channel -mobile ad hoc networks (MANETs) and wireless 
sensor networks (WSNs): concepts and architectures. Applications of Ad Hoc and Sensor networks. Design 
Challenges in Ad hoc and Sensor Networks 

 

UNIT II MAC PROTOCOLS FOR AD HOC WIRELESS NETWORKS 9 + 0 

Issues in designing a MAC Protocol- Classification of MAC Protocols- Contention based protocols- Contention 
based protocols with Reservation Mechanisms- Contention based protocols with Scheduling Mechanisms  
Multi channel MAC-IEEE 802.11 

 

UNIT III ROUTING PROTOCOLS AND TRANSPORT LAYER IN AD HOC WIRELESS 
NETWORKS 

9 + 0 

Issues in designing a routing and Transport Layer protocol for Ad hoc networks- proactive routing, reactive 
routing (on-demand), hybrid routing- Classification of Transport Layer solutions-TCP over Ad hoc wireless 
Networks 

 

UNIT IV WIRELESS SENSOR NETWORKS (WSNS) AND MAC PROTOCOLS 9 + 0 

Single node architecture: hardware and software components of a sensor node - WSN Network architecture: 
typical network architectures-data relaying and aggregation strategies -MAC layer protocols: self-organizing, 
Hybrid TDMA/FDMA and CSMA based MAC- IEEE 802.15.4 

 

UNIT V WSN ROUTING, LOCALIZATION & QOS 9 + 0 

Issues in WSN routing  OLSR- Localization  Indoor and Sensor Network Localization-absolute and relative 
localization, triangulation-QOS in WSN-Energy Efficient Design-Synchronization-Transport Layer issues 

 

 
 

Total (L+T)= 45 Periods 


